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1 Introduction

Anime is a style of animation originated in Japan that
is popular worldwide. Being fully animated, anime can
be very creative and diverse in settings and content that
make them appeal to wide range of audience. They can
be lighthearted and comedic but also dark and grue-
some, and any audience can find a set of anime that
fit their interests most. Some genres and themes are
explored more repeated and thoroughly in the anime
world, and resulting in tens if not hundreds of similar
anime such that enjoying one likely means enjoying all
the other ones. Each person’s tastes in anime can be
very different which means popularity alone is likely
not enough for a good recommendation, as some anime
can be extremely popular but simply not appeal to ev-
eryone, like Dragon Ball Z or One Piece series. With
the passage of time in the last few decades, the art form
and style of animewas changing significantly, which re-
sult in people that prefer older or newer anime. There-
fore, an effective recommender system stands out as a
very useful tool for anime, and personalization or find-
ing deeper associationsmay bemore effective than very
general ones.

2 Data

2.1 Dataset

The anime dataset comes from myanimelist.net API.
myanimelist.net is a online platform for people to rank
anime. After registering an account, users can select
any anime and mark it as watched as well as provid-
ing a rating from 1 to 10. This is the most basic func-
tion of the platform and is captured by the dataset. The
dataset has two parts. The first part is a list of all anime
uniquely identified by an ID followed by other basic at-
tributes of an anime including its name, genre, number
of episodes, general rating, and popularity. The second

part is a list of all ratings entries, each entry consist of
userID, animeID, and rating. If the user has given a rat-
ing, it will be from 1 to 10. If the user simply marked
the anime as watched but provided no rating, the rating
will be -1. There are a total of 12294 anime and 7813737
ratings entries given by 73516 unique users in the anime
dataset.

2.2 Data Preprocessing

The dataset is preprocessed to remove all abnormal en-
tries with missing fields. All rating entries where rating
is -1 is also removed for simplicity.

3 Problem Definition

The overall goal of this assignment is to create a rating
predictor for unwatched anime for a user based on past
ratings. The input to the predictor is a rating dictionary
mapping anime to rating that represents the user’s past
ratings as well as a list of anime for the predictor to pre-
dict the ratings. The output of the predictor is a list of
predicted ratings based on the input list of anime. The
predictor will be trained on the training set, and use
the learned representations to predict ratings for new
users with a new set of ratings. To evaluate the predic-
tor, MSE is used to evaluate the accuracy of the rating
predictions. The reason for such a setup is largely mo-
tivated by the needs of immediate practical use, as the
predictor can apply what it learnt from the dataset to
predict how a new user would interact with each anime.
This setup is also more general as the predicted ratings
could be utilized to build a recommender, although the
effectiveness of such a recommender is to be tested and
is not the focus of this assignment.
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4 Methods

4.1 Proposed Method
The method to build the rating predictor is to use simi-
larity measures to predict ratings, where rating predic-
tion for each user and item (anime) input is given by

𝑟 (𝑢, 𝑖) = 𝑅𝑖 +
∑

𝑗 ∈𝐼𝑢 \{𝑖} (𝑅𝑢,𝑗−𝑅 𝑗 ) ·𝑆𝑖𝑚 (𝑖, 𝑗 )∑
𝑗 ∈𝐼𝑢 \{𝑖} 𝑆𝑖𝑚 (𝑖, 𝑗 )

where 𝑆𝑖𝑚(𝑖, 𝑗) is a similarity function to compute the
similarity between items 𝑖 and 𝑗 , 𝐼𝑢 is the set of items
rated by users 𝑢, and matrix 𝑅 is a mapping from users
to items. This straight-forward approach for rating pre-
diction simply finds the users most similar to input user
and average their ratings to the input item as prediction
of the user’s ratings. As a memory-based method, this
approach has great potential due to the large amount
of data available such that the predictor can reference
when predicting ratings, and it’s also simple and effi-
cient enough overall to train and provide predictions.
Most importantly, this approach readily fits the prob-
lem definition for the rating predictor since inputted
user’s rating history basically provides a new entry in
𝐼𝑢 , as the predictor then incorporate the memory of
users and items in training to predict ratings.

4.2 Similarity Computation
Computing similarity is an important aspect of the pro-
posed method as the rating prediction is based on sim-
ilarity. Jaccard similarity is used and it is computed as

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 (𝑖, 𝑗) = |𝑈𝑖∩𝑈 𝑗 |
|𝑈𝑖∪𝑈 𝑗 |

where𝑈𝑖 is the set of users that rated each item. In this
case, the similarity between users is computed based on
the items they rated, with higher similarity correspond-
ing to more rated items in common. Although Jaccard
Similarity tend to work better with binary data focused
on user item interactions and other similarity functions
like Pearson similarity would work better with quan-
titative data like rating, there are a number of advan-
tages of Jaccard similarity function in this case. First,
the Jaccard similarity function is simple and more ef-
ficient to compute as compared to Pearson similarity
function. Efficiency is an important consideration as
the anime dataset is massive. Second, Jaccard similarity
works well with sparse data from the anime dataset, as
there are a lot of anime and most users only rate a very
small fraction of them, thereforemany ratings aremiss-
ing from each user. Finally, for each user, the number
of ratings can vary considerably, which seems to lead
to issues with the Pearson similarity function that may
give high similarity to two users when they have a dras-
tic difference in total number of ratings. On the other
hand, Jaccard similarity focus on the intercept handles

this issue better as well. Considering the nature of the
dataset, the exact rating info that’s ignored by Jaccard
Similarity may also be of limited importance since two
users having watched a lot of similar ratings should be
pretty similar even if exact ratings differ. An example of
most similar user pairing by Jaccard similarity is shown
in Figure 1, in which the anime by the 2 users as well as
their overall number of ratings are pretty similar, which
is a reasonable indicator of their similarity in taste of
anime and even usage of the myanimelist.net platform.

Figure 1: Example of most similar user pair using Jac-
card Similarity function

4.3 Test Set and Evaluation
After the dataset is split into training set and test set
where each entry is a tuple in the form of (userID, ani-
meID, rating), the test set is constructed based on the
setup defined in problem definition. For each unique
user in test set, the ratings belong to the user is split in
half, with the first half as the user history rating input,
and the second half as items to predict the rating on.
The labels are the user’s ratings on items in the second
half. MSE is computed and averaged for items of each
user in test set, the final MSE computed is the average
of MSE of all users. This testing setup directly test the
rating predictor’s ability to predict rating for new users
based on a reference of their rating history.

4.4 Other Methods and Attempts
Other methods attempted include some model-based
approaches like Latent Factor Model and Factorization
Machines to predict ratings. Since these methods face
the issue of cold-start, they don’t directly fit into the
predictor setup defined in the problem which inputs a
rating history for a brand new user. Therefore, an idea
is to use them solely as rating predictors for users in
the training set, and use a similarity function to com-
pute the most similar user to the input user, and simply
use the model to predict rating of the most similar user
as the final predicted rating for each input item for the
input user. For this approach to work, both the simi-
larity function and the model need to work well, espe-
cially with the model finding internal representations
from user item interactions and even from features us-
ing factorization machines. However, my attempts to
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Method MSE
Baseline: Global Average 2.12
LFM (Bias only) 2.29
SVD (Surprise) 10.37
LightFM 14.25
Proposed: Similarity 1.72

Table 1: Result of each method in terms of rating pre-
diction accuracy

utilizemodel-basedmethods are generally unsuccessful
as they are easily outperformed by the memory-based
methods and even a simple baseline method to always
predict the average rating. Initially, I tried to utilize fac-
torization machines, but had difficulties running mul-
tiple factorization machine libraries including FastFM,
Polylearn, and XLearn. The only factorization machine
library I got working is LightFM, yet the resulting accu-
racy is outperformed with the model predicting 5 most
of the time. Next, I looked to Latent Factor Models,
using a simple Latent Factor model with bias only as
well as the SVD algorithm provided by scikit-surprise
library, yet the results are also not improved.

5 Results
The accuracy obtained from different models I at-
tempted are shown in Table 1. The similarity rating
predictor is the only method that I managed to get that
out performs baseline accuracy, and I was unsuccessful
with other methods. If the rating predictor is used as a
recommender where given user rating history as input
and run the prediction model on all anime not in user’s
rating history and output simply output the animewith
the highest predicted rating, an example of the result
is shown in Figure 2. As no features are used explic-
itly in the proposed method, it looks like incorporating
features should offer some good improvements to the
predictor as some features could be very effective for
rating prediction like the time of release and number of
episodes or seasons. Successfully utilizing model-based
approaches like factorization machines could also im-
prove the accuracy by finding more subtle associations
in the data.

6 Related Work
The design of my work is initially largely referring to
a type of music recommendation task known as auto-
matic playlist continuation, which asks to build recom-
mender systems that given an existing playlist, would
recommend a number of songs to be added to the
playlist. This helped form my idea of building a rat-
ing predictor that also looks at user’s rating history as

Figure 2: Example output of a simple recommender sys-
tem using similarity rating predictor

an input to predict ratings on other anime. Based on
the analysis of top performing models in 2018 ACM
Recommeder System Challenge for Automatic Music
Playlist Continuation (Hamed Zamani, 2019), it ap-
peared that the top performing models are mainly col-
laberative filtering matrix factorization models utiliz-
ing LightFM. In addition, the tasks are more in the
form of playlist filling, as the test sets consists of in-
complete playlist that the model should fill with rec-
ommended songs, and the model needs to learn as
much representation as possible based on the given
songs in each playlist. This insight opened up some
possible modifications to my work, as I think that my
setup, while easily applicable with the memory-based
methods, may not be optimal for the application of
model-based methods. With the simple item filling
setup where useres information are ignored, this al-
lows the construction of the matrix and the applica-
tion of LightFM to be easier, whereas for my work it
felt hard and non-intuitive to work with model-based
methods. By simply analyzing and learning from just
a list of anime, potentially with ratings, matrix factor-
ization methods could work well in finding anime that
fit well with the existing items, which can easily form
a recommender system as well as be extended to rat-
ing prediction. Neural network is also used frequently
to learn lower dimensional representation of items to
improve the efficiency and effectiveness of the models,
which leads to multi-staged systems starting with en-
coding stage to learn representation of items followed
by matrix factorization to learn and make predictions.
Going back to anime rating prediction, another ex-
isting study on anime rating predictor forms an in-
sightful comparison to my work (Badal Soni, 2021).
First, the anime dataset used is also originated from
myanimelist.net, but with an additional users dataset
with more information on users like gender, and
their interactions with anime in more details includ-
ing timesteamp data. As a result of this additional user
data, a user-anime sparse matrix is constructed in the
study to find connections between user and anime fea-
tures. The task definition is also similar as it takes
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list of user ratings to predict user ratings on all anime
in dataset. The method used in the study is a two-
staged process to first learn lower dimensional embed-
dings through an autoencoder (collaberative filtering)
and then use some form of clustering or nearest neigh-
bor approach to to predict ratings (content-based filter-
ing). This multi-staged approach combined with learn-
ing lower dimensional representation looks pretty sim-
ilar to setups in the playlist continuation tasks, and
again emphasizes the importance of collaberative filter-
ing. The method for evaluation is mostly similar to my
setup.

7 Conclusion
Overall, an interesting outcome is the effectiveness of
the memory-based similarity rating predictor due to its
simplistic nature, and it readily worked under my setup
unlike the model-based methods. The setup allows the
rating predictor to be highly practical in recommend-
ing anime for new users and it’s a solid initial step, with
the next step being to further improve the accuracy of
the prediction through model-based matrix factoriza-
tion methods.
The biggest disappointment is my failure to utilize
model-based methods, and it could be caused by small
programming mistakes on my part or a general setup
that is not optimal for working with such methods.
With the similarity-based rating predictor there are a
lot of limitation, including the lack of features integra-
tion that makes factorization machines very effective.
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